1. load data in R
2. Data Exploration ## data preview

Frauddata$type = as.character(Frauddata$type)  
Frauddata$nameDest = as.character(Frauddata$nameDest)  
Frauddata$nameOrig = as.numeric(Frauddata$nameOrig)  
  
head(Frauddata)

## step type amount nameOrig oldbalanceOrg newbalanceOrig nameDest  
## 1 1 PAYMENT 9839.64 757870 170136 160296.36 M1979787155  
## 2 1 PAYMENT 1864.28 2188999 21249 19384.72 M2044282225  
## 3 1 TRANSFER 181.00 1002157 181 0.00 C553264065  
## 4 1 CASH\_OUT 181.00 5828263 181 0.00 C38997010  
## 5 1 PAYMENT 11668.14 3445982 41554 29885.86 M1230701703  
## 6 1 PAYMENT 7817.71 6026526 53860 46042.29 M573487274  
## oldbalanceDest newbalanceDest isFraud isFlaggedFraud  
## 1 0 0 0 0  
## 2 0 0 0 0  
## 3 0 0 1 0  
## 4 21182 0 1 0  
## 5 0 0 0 0  
## 6 0 0 0 0

str(Frauddata)

## 'data.frame': 6362620 obs. of 11 variables:  
## $ step : int 1 1 1 1 1 1 1 1 1 1 ...  
## $ type : chr "PAYMENT" "PAYMENT" "TRANSFER" "CASH\_OUT" ...  
## $ amount : num 9840 1864 181 181 11668 ...  
## $ nameOrig : num 757870 2188999 1002157 5828263 3445982 ...  
## $ oldbalanceOrg : num 170136 21249 181 181 41554 ...  
## $ newbalanceOrig: num 160296 19385 0 0 29886 ...  
## $ nameDest : chr "M1979787155" "M2044282225" "C553264065" "C38997010" ...  
## $ oldbalanceDest: num 0 0 0 21182 0 ...  
## $ newbalanceDest: num 0 0 0 0 0 ...  
## $ isFraud : int 0 0 1 1 0 0 0 0 0 0 ...  
## $ isFlaggedFraud: int 0 0 0 0 0 0 0 0 0 0 ...

## check missing value

sum(is.na(Frauddata$step))

## [1] 0

sum(is.na(Frauddata$type))

## [1] 0

sum(is.na(Frauddata$amount))

## [1] 0

sum(is.na(Frauddata$nameOrig))

## [1] 0

sum(is.na(Frauddata$oldbalanceOrg))

## [1] 0

sum(is.na(Frauddata$newbalanceOrig))

## [1] 0

sum(is.na(Frauddata$nameDest))

## [1] 0

sum(is.na(Frauddata$oldbalanceDest))

## [1] 0

sum(is.na(Frauddata$newbalanceDest))

## [1] 0

sum(is.na(Frauddata$isFraud))

## [1] 0

sum(is.na(Frauddata$isFlaggedFraud))

## [1] 0

## how many fraudulent/non-fraudulent transactions

length(Frauddata$isFraud[Frauddata$isFraud == 1])

## [1] 8213

length(Frauddata$isFraud[Frauddata$isFraud == 0])

## [1] 6354407

## Check how many distinct items in name

length(unique(Frauddata$nameOrig))

## [1] 6353307

length(unique(Frauddata$nameDest))

s

## check how many rows flageed as fraud

length(Frauddata$isFlaggedFraud[Frauddata$isFlaggedFraud == 1])

## [1] 16

## test normality

library(nortest)  
ad.test(Frauddata$amount)

##   
## Anderson-Darling normality test  
##   
## data: Frauddata$amount  
## A = 1307700, p-value < 2.2e-16

ad.test(Frauddata$newbalanceDest)

##   
## Anderson-Darling normality test  
##   
## data: Frauddata$newbalanceDest  
## A = 1197600, p-value < 2.2e-16

ad.test(Frauddata$newbalanceOrig)

##   
## Anderson-Darling normality test  
##   
## data: Frauddata$newbalanceOrig  
## A = 1692700, p-value < 2.2e-16

ad.test(Frauddata$oldbalanceDest)

##   
## Anderson-Darling normality test  
##   
## data: Frauddata$oldbalanceDest  
## A = 1234300, p-value < 2.2e-16

ad.test(Frauddata$oldbalanceOrg)

##   
## Anderson-Darling normality test  
##   
## data: Frauddata$oldbalanceOrg  
## A = 1711600, p-value < 2.2e-16

##amount,oldbalanceOrg,newbalanceOrig,newbalanceDest,oldbalanceDest are not normally distributed

## summary of data

summary(Frauddata)

## step type amount nameOrig   
## Min. : 1.0 Length:6362620 Min. : 0 Min. : 1   
## 1st Qu.:156.0 Class :character 1st Qu.: 13390 1st Qu.:1588333   
## Median :239.0 Mode :character Median : 74872 Median :3176674   
## Mean :243.4 Mean : 179862 Mean :3176679   
## 3rd Qu.:335.0 3rd Qu.: 208721 3rd Qu.:4765049   
## Max. :743.0 Max. :92445517 Max. :6353307   
## oldbalanceOrg newbalanceOrig nameDest   
## Min. : 0 Min. : 0 Length:6362620   
## 1st Qu.: 0 1st Qu.: 0 Class :character   
## Median : 14208 Median : 0 Mode :character   
## Mean : 833883 Mean : 855114   
## 3rd Qu.: 107315 3rd Qu.: 144258   
## Max. :59585040 Max. :49585040   
## oldbalanceDest newbalanceDest isFraud   
## Min. : 0 Min. : 0 Min. :0.000000   
## 1st Qu.: 0 1st Qu.: 0 1st Qu.:0.000000   
## Median : 132706 Median : 214661 Median :0.000000   
## Mean : 1100702 Mean : 1224996 Mean :0.001291   
## 3rd Qu.: 943037 3rd Qu.: 1111909 3rd Qu.:0.000000   
## Max. :356015889 Max. :356179279 Max. :1.000000   
## isFlaggedFraud   
## Min. :0.0e+00   
## 1st Qu.:0.0e+00   
## Median :0.0e+00   
## Mean :2.5e-06   
## 3rd Qu.:0.0e+00   
## Max. :1.0e+00

## check outliers

## cook’s distance

## multivariate model (ratio is 0.000001729)

cooksd = cooks.distance(lm(isFraud~Frauddata$amount+Frauddata$oldbalanceOrg+Frauddata$newbalanceOrig+Frauddata$oldbalanceDest+Frauddata$newbalanceDest, data = Frauddata))  
  
plot(cooksd, pch="\*", cex=2, main="Influential Obs by Cooks distance")  
abline(h = 4\*mean(cooksd, na.rm=T), col="red")   
text(x=1:length(cooksd)+1, y=cooksd, labels=ifelse(cooksd>4\*mean(cooksd, na.rm=T),names(cooksd),""), col="red")
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influential <- as.numeric(names(cooksd)[(cooksd > 4\*mean(cooksd, na.rm=T))])  
head(Frauddata[influential, ])

## step type amount nameOrig oldbalanceOrg newbalanceOrig  
## 3 1 TRANSFER 181.00 1002157 181 0  
## 4 1 CASH\_OUT 181.00 5828263 181 0  
## 49 1 CASH\_OUT 5346.89 4749572 0 0  
## 85 1 TRANSFER 379856.23 1477100 0 0  
## 89 1 TRANSFER 761507.39 4421347 0 0  
## 90 1 TRANSFER 1429051.47 1708443 0 0  
## nameDest oldbalanceDest newbalanceDest isFraud isFlaggedFraud  
## 3 C553264065 0 0 1 0  
## 4 C38997010 21182 0 1 0  
## 49 C248609774 652637 6453431 0 0  
## 85 C1590550415 900180 19169205 0 0  
## 89 C1590550415 1280036 19169205 0 0  
## 90 C1590550415 2041544 19169205 0 0

## Histograms

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 3.5.3

ggplot(Frauddata,aes(x=Frauddata$type, y =Frauddata$isFraud))+geom\_bar(stat = "identity", fill = "blue")
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length(Frauddata$type[Frauddata$type=="CASH\_OUT"])

## [1] 2237500

length(Frauddata$type[Frauddata$type== "TRANSFER"])

## [1] 532909

unique(Frauddata$type)

## [1] "PAYMENT" "TRANSFER" "CASH\_OUT" "DEBIT" "CASH\_IN"

ggplot(Frauddata,aes(Frauddata$type))+geom\_bar(fill = "red")

![](data:image/png;base64,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)

## correlation(spearman non para since numeric variables are not normal)

cor(data.frame(Frauddata$amount,Frauddata$oldbalanceOrg,Frauddata$newbalanceOrig, Frauddata$oldbalanceDest,Frauddata$newbalanceDest))

## Frauddata.amount Frauddata.oldbalanceOrg  
## Frauddata.amount 1.000000000 -0.002762475  
## Frauddata.oldbalanceOrg -0.002762475 1.000000000  
## Frauddata.newbalanceOrig -0.007860925 0.998802763  
## Frauddata.oldbalanceDest 0.294137450 0.066242501  
## Frauddata.newbalanceDest 0.459304267 0.042028619  
## Frauddata.newbalanceOrig Frauddata.oldbalanceDest  
## Frauddata.amount -0.007860925 0.29413745  
## Frauddata.oldbalanceOrg 0.998802763 0.06624250  
## Frauddata.newbalanceOrig 1.000000000 0.06781152  
## Frauddata.oldbalanceDest 0.067811518 1.00000000  
## Frauddata.newbalanceDest 0.041837497 0.97656851  
## Frauddata.newbalanceDest  
## Frauddata.amount 0.45930427  
## Frauddata.oldbalanceOrg 0.04202862  
## Frauddata.newbalanceOrig 0.04183750  
## Frauddata.oldbalanceDest 0.97656851  
## Frauddata.newbalanceDest 1.00000000

* **Logistic regression (information Gain)**

Frauddata$type = as.character(Frauddata$type)  
Frauddata$nameDest = as.character(Frauddata$nameDest)  
Frauddata$nameOrig = as.numeric(Frauddata$nameOrig)

start\_time <- Sys.time()  
  
library(caret)

## Warning: package 'caret' was built under R version 3.5.3

## Loading required package: lattice

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 3.5.3

library(FSelectorRcpp)

## Warning: package 'FSelectorRcpp' was built under R version 3.5.3

library(FSelector)

## Warning: package 'FSelector' was built under R version 3.5.3

library(ROSE)

## Warning: package 'ROSE' was built under R version 3.5.3

## Loaded ROSE 0.0-3

library(dplyr)

## Warning: package 'dplyr' was built under R version 3.5.3

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(Metrics)

## Warning: package 'Metrics' was built under R version 3.5.3

##   
## Attaching package: 'Metrics'

## The following objects are masked from 'package:caret':  
##   
## precision, recall

library(cvAUC)

## Warning: package 'cvAUC' was built under R version 3.5.3

## Loading required package: ROCR

## Warning: package 'ROCR' was built under R version 3.5.3

## Loading required package: gplots

## Warning: package 'gplots' was built under R version 3.5.3

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

## Loading required package: data.table

## Warning: package 'data.table' was built under R version 3.5.3

##   
## Attaching package: 'data.table'

## The following objects are masked from 'package:dplyr':  
##   
## between, first, last

##

## cvAUC version: 1.1.0

## Notice to cvAUC users: Major speed improvements in version 1.1.0

##

validateaccruacy=list()  
testaccruacy = list()  
validaterecall = list()  
testrecall = list()  
validateprecision = list()  
testreprecision = list()  
validateF1 = list()  
testF1 = list()  
MSErrorvalidate = list()  
MSErrortest = list()  
aucvalidate = list()  
auctest = list()  
  
folds = cut(seq(1,nrow(Frauddata)),breaks = 10, labels = F)  
for(f in 1:10){  
 ##Random Shuffle to avoid overfitting  
 Frauddata = Frauddata[sample(nrow(Frauddata)),]  
 Frauddata = Frauddata[sample(nrow(Frauddata)),]  
 Frauddata = Frauddata[sample(nrow(Frauddata)),]  
 Frauddata = Frauddata[sample(nrow(Frauddata)),]  
 Frauddata = Frauddata[sample(nrow(Frauddata)),]  
 ## spliting data  
   
 testIndexes = which(folds == f, arr.ind =T)  
 train = Frauddata[-testIndexes,]  
 testset = Frauddata[testIndexes,]  
 data\_train = sample(nrow(train), floor(nrow(train)\*0.8))  
 trainset = train[data\_train,]  
 validateset = train[-data\_train,]  
 ## performing information gain feature selection  
 x = information\_gain(isFraud ~ ., trainset)  
 to\_formula(cut\_attrs(attrs = x), "Species")  
 variable = cut\_attrs(attrs = x, k = 0.7)  
 variable = c(variable[-1],"isFraud")  
 trainset = trainset[variable]  
   
 ##Over and under sampling  
 trainsetunder = data.frame(ovun.sample(isFraud~.,data = trainset, method = "under", seed =1)$data)  
 trainsetboth = data.frame(ovun.sample(isFraud~.,data = trainset, method = "both", seed =1)$data)  
 trainsetunder$isFraud = as.factor(trainsetunder$isFraud)  
 trainsetboth$isFraud = as.factor(trainsetboth$isFraud)  
   
 ##logstic regression   
   
  
 logisticboth = glm(formula = isFraud~.,family = "binomial",data = trainsetboth)  
 probabilities <- logisticboth %>% predict(validateset, type = "response")  
 predicted.validate = ifelse(probabilities>0.5,1,0)  
 cmvalidate = as.matrix(table(Actual = validateset$isFraud, Predicted =predicted.validate ))  
 cmvalidate  
   
 n1 = sum(cmvalidate)  
 diag1 = diag(cmvalidate)  
 accuracyvalidate = sum(diag1) / n1   
 precisionvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[1,2])  
 recallvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[2,1])  
 recallvalidate  
 f1validate = 2 \* precisionvalidate \* recallvalidate / (precisionvalidate + recallvalidate)   
 data.frame(precisionvalidate, recallvalidate, f1validate)  
 auc1 = AUC(predicted.validate,validateset$isFraud )  
 ##store result  
   
 validateaccruacy= append(validateaccruacy,accuracyvalidate)  
 validaterecall= append(validaterecall,recallvalidate)  
 validateprecision = append(validateprecision,precisionvalidate)  
 validateF1= append(validateF1,f1validate)  
 MSErrorvalidate = append(MSErrorvalidate,mse(actual = validateset$isFraud, predict = predicted.validate))  
 aucvalidate = append(aucvalidate, auc1)  
   
  
 ##  
 probabilitiestest <- logisticboth %>% predict(testset, type = "response")  
 predicted.test = ifelse(probabilitiestest>0.5,1,0)  
 mean(predicted.test == testset$isFraud)  
 cm = as.matrix(table(Actual = testset$isFraud, Predicted =predicted.test ))  
  
 n = sum(cm)  
 nc = nrow(cm)  
 diag = diag(cm)  
 accuracy = sum(diag) / n   
 precision = (cm[2,2])/(cm[2,2]+cm[1,2])  
 recall = (cm[2,2])/(cm[2,2]+cm[2,1])  
 f1 = 2 \* precision \* recall / (precision + recall)   
 data.frame(precision, recall, f1)  
 auc2 = AUC(predicted.test,testset$isFraud )  
   
 ##store result  
   
 testaccruacy= append(testaccruacy,accuracy)  
 testrecall=append(testrecall,recall)  
 testreprecision=append(testreprecision,precision)  
 testF1= append(testF1,f1)  
 MSErrortest = append(MSErrortest,mse(actual = testset$isFraud, predict = predicted.test) )  
 auctest = append(auctest, auc2)  
   
 }

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

end\_time <- Sys.time()  
end\_time - start\_time

## Time difference of 1.296812 hours

##Validate Result  
 mean(as.numeric(validateaccruacy))

## [1] 0.8061388

mean(as.numeric(validaterecall))

## [1] 0.7683645

mean(as.numeric(validateF1))

## [1] 0.04843643

mean(as.numeric(MSErrorvalidate))

## [1] 0.1938612

mean(as.numeric(aucvalidate))

## [1] 0.7872763

matrix(validateaccruacy)

## [,1]   
## [1,] 0.7040633  
## [2,] 0.9881897  
## [3,] 0.6858711  
## [4,] 0.9874266  
## [5,] 0.6510226  
## [6,] 0.9853144  
## [7,] 0.7024698  
## [8,] 0.9836912  
## [9,] 0.682905   
## [10,] 0.6904342

matrix(validaterecall)

## [,1]   
## [1,] 0.9967742  
## [2,] 0.6961057  
## [3,] 0.9973369  
## [4,] 0.6803559  
## [5,] 0.0244373  
## [6,] 0.650904   
## [7,] 0.9986329  
## [8,] 0.6452933  
## [9,] 0.9958735  
## [10,] 0.997931

matrix(validateF1)

## [,1]   
## [1,] 0.009034612   
## [2,] 0.1289284   
## [3,] 0.008258927   
## [4,] 0.1213083   
## [5,] 0.0001901188  
## [6,] 0.1001552   
## [7,] 0.008502219   
## [8,] 0.09197861   
## [9,] 0.007911358   
## [10,] 0.008096668

matrix(MSErrorvalidate)

## [,1]   
## [1,] 0.2959367   
## [2,] 0.01181029  
## [3,] 0.3141289   
## [4,] 0.01257343  
## [5,] 0.3489774   
## [6,] 0.01468559  
## [7,] 0.2975302   
## [8,] 0.01630879  
## [9,] 0.317095   
## [10,] 0.3095658

matrix(aucvalidate)

## [,1]   
## [1,] 0.8502204  
## [2,] 0.8423313  
## [3,] 0.8413995  
## [4,] 0.8340874  
## [5,] 0.3381559  
## [6,] 0.8183194  
## [7,] 0.850362   
## [8,] 0.8147091  
## [9,] 0.8391903  
## [10,] 0.8439877

##test Result  
 mean(as.numeric(testaccruacy))

## [1] 0.806337

mean(as.numeric(testrecall))

## [1] 0.7640862

mean(as.numeric(testF1))

## [1] 0.049051

mean(as.numeric(MSErrortest))

## [1] 0.193663

mean(as.numeric(auctest))

## [1] 0.7852362

matrix(testaccruacy)

## [,1]   
## [1,] 0.7037007  
## [2,] 0.988456   
## [3,] 0.6861214  
## [4,] 0.9873244  
## [5,] 0.6516341  
## [6,] 0.9850423  
## [7,] 0.7035325  
## [8,] 0.9837866  
## [9,] 0.6834244  
## [10,] 0.6903477

matrix(testrecall)

## [,1]   
## [1,] 0.9976247   
## [2,] 0.6821026   
## [3,] 0.995116   
## [4,] 0.6743064   
## [5,] 0.02405063  
## [6,] 0.652019   
## [7,] 0.9952607   
## [8,] 0.6310795   
## [9,] 0.9964455   
## [10,] 0.9928571

matrix(testF1)

## [,1]   
## [1,] 0.008832622   
## [2,] 0.1292235   
## [3,] 0.008095799   
## [4,] 0.1217467   
## [5,] 0.0001714105  
## [6,] 0.1034385   
## [7,] 0.008827656   
## [8,] 0.09349736   
## [9,] 0.008281349   
## [10,] 0.008395072

matrix(MSErrortest)

## [,1]   
## [1,] 0.2962993   
## [2,] 0.01154399  
## [3,] 0.3138786   
## [4,] 0.0126756   
## [5,] 0.3483659   
## [6,] 0.01495767  
## [7,] 0.2964675   
## [8,] 0.01621345  
## [9,] 0.3165756   
## [10,] 0.3096523

matrix(auctest)

## [,1]   
## [1,] 0.8504679  
## [2,] 0.8354719  
## [3,] 0.8404196  
## [4,] 0.8310196  
## [5,] 0.3382325  
## [6,] 0.8187513  
## [7,] 0.8492028  
## [8,] 0.807667   
## [9,] 0.8397271  
## [10,] 0.8414025

* **Logistic regression (stepwise selection)**
* start\_time <- Sys.time()  
    
  library(caret)
* ## Warning: package 'caret' was built under R version 3.5.3
* ## Loading required package: lattice
* ## Loading required package: ggplot2
* ## Warning: package 'ggplot2' was built under R version 3.5.3
* library(ROSE)
* ## Warning: package 'ROSE' was built under R version 3.5.3
* ## Loaded ROSE 0.0-3
* library(dplyr)
* ## Warning: package 'dplyr' was built under R version 3.5.3
* ##   
  ## Attaching package: 'dplyr'
* ## The following objects are masked from 'package:stats':  
  ##   
  ## filter, lag
* ## The following objects are masked from 'package:base':  
  ##   
  ## intersect, setdiff, setequal, union
* library(MASS)
* ##   
  ## Attaching package: 'MASS'
* ## The following object is masked from 'package:dplyr':  
  ##   
  ## select
* library(Metrics)
* ## Warning: package 'Metrics' was built under R version 3.5.3
* ##   
  ## Attaching package: 'Metrics'
* ## The following objects are masked from 'package:caret':  
  ##   
  ## precision, recall
* library(cvAUC)
* ## Warning: package 'cvAUC' was built under R version 3.5.3
* ## Loading required package: ROCR
* ## Warning: package 'ROCR' was built under R version 3.5.3
* ## Loading required package: gplots
* ## Warning: package 'gplots' was built under R version 3.5.3
* ##   
  ## Attaching package: 'gplots'
* ## The following object is masked from 'package:stats':  
  ##   
  ## lowess
* ## Loading required package: data.table
* ## Warning: package 'data.table' was built under R version 3.5.3
* ##   
  ## Attaching package: 'data.table'
* ## The following objects are masked from 'package:dplyr':  
  ##   
  ## between, first, last
* ##
* ## cvAUC version: 1.1.0
* ## Notice to cvAUC users: Major speed improvements in version 1.1.0
* ##
* validateaccruacy=list()  
  testaccruacy = list()  
  validaterecall = list()  
  testrecall = list()  
  validateprecision = list()  
  testreprecision = list()  
  validateF1 = list()  
  testF1 = list()  
  MSErrorvalidate = list()  
  MSErrortest = list()  
  aucvalidate = list()  
  auctest = list()  
    
  folds = cut(seq(1,nrow(Frauddata)),breaks = 10, labels = F)  
  for(f in 1:10){  
   ##random shuffle avoide overfit  
   Frauddata = Frauddata[sample(nrow(Frauddata)),]  
   Frauddata = Frauddata[sample(nrow(Frauddata)),]  
   Frauddata = Frauddata[sample(nrow(Frauddata)),]  
   Frauddata = Frauddata[sample(nrow(Frauddata)),]  
   Frauddata = Frauddata[sample(nrow(Frauddata)),]  
     
   testIndexes = which(folds == f, arr.ind =T)  
   ## spliting data  
   train = Frauddata[-testIndexes,]  
   testset = Frauddata[testIndexes,]  
   data\_train = sample(nrow(train), floor(nrow(train)\*0.8))  
   trainset = train[data\_train,]  
   trainset$isFraud = as.factor(trainset$isFraud)  
   validateset = train[-data\_train,]  
   ## performing forward and backward   
   stepMod <- step(lm(isFraud ~ . , data= Frauddatadirection = "both")

shortlistedVars <- names(unlist(stepMod[[1]]))

shortlistedVars <- shortlistedVars[!shortlistedVars %in% "(Intercept)"]   
 trainset = trainset[shortlistedVars]  
   
 ##Over and under sampling  
   
 trainsetboth = data.frame(ovun.sample(isFraud~.,data = trainset, method = "both", seed =1)$data)  
 trainsetboth$isFraud = as.factor(trainsetboth$isFraud)  
   
 ##logstic regression   
   
  
 logisticboth = glm(formula = isFraud~.,family = "binomial",data = trainsetboth)  
 logisticboth  
 probabilities <- logisticboth %>% predict(validateset, type = "response")  
 predicted.validate = ifelse(probabilities>0.5,1,0)  
 mean(predicted.validate == validateset$isFraud)  
 cmvalidate = as.matrix(table(Actual = validateset$isFraud, Predicted =predicted.validate ))  
  
 n1 = sum(cmvalidate)  
 nc1 = nrow(cmvalidate)  
 diag1 = diag(cmvalidate)  
 accuracyvalidate = sum(diag1) / n1   
 precisionvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[1,2])  
 recallvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[2,1])  
 f1validate = 2 \* precisionvalidate \* recallvalidate / (precisionvalidate + recallvalidate)   
 auc1 = AUC(predicted.validate,validateset$isFraud )  
 ##store result  
   
 validateaccruacy= append(validateaccruacy,accuracyvalidate)  
 validaterecall= append(validaterecall,recallvalidate)  
 validateprecision = append(validateprecision,precisionvalidate)  
 validateF1= append(validateF1,f1validate)  
 MSErrorvalidate = append(MSErrorvalidate,mse(actual = validateset$isFraud, predict = predicted.validate))  
 aucvalidate = append(aucvalidate, auc1)  
   
 ##  
 probabilitiestest <- logisticboth %>% predict(testset, type = "response")  
 predicted.test = ifelse(probabilitiestest>0.5,1,0)  
 mean(predicted.test == testset$isFraud)  
 cm = as.matrix(table(Actual = testset$isFraud, Predicted =predicted.test ))  
 cm  
 n = sum(cm)  
 nc = nrow(cm)  
 diag = diag(cm)  
 accuracy = sum(diag) / n   
 precision = (cm[2,2])/(cm[2,2]+cm[1,2])  
 recall = (cm[2,2])/(cm[2,2]+cm[2,1])  
 f1 = 2 \* precision \* recall / (precision + recall)   
   
 auc2 = AUC(predicted.test,testset$isFraud )  
 ##store result  
   
 testaccruacy= append(testaccruacy,accuracy)  
 testrecall=append(testrecall,recall)  
 testreprecision=append(testreprecision,precision)  
 testF1= append(testF1,f1)  
 MSErrortest = append(MSErrortest,mse(actual = testset$isFraud, predict = predicted.test) )  
 auctest = append(auctest, auc2)  
 }

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

end\_time <- Sys.time()

end\_time - start\_time

## Time difference of 1.127227 hours

##Validate Result  
 mean(as.numeric(validateaccruacy))

## [1] 0.6869895

mean(as.numeric(validaterecall))

## [1] 0.9958083

mean(as.numeric(validateF1))

## [1] 0.008306414

mean(as.numeric(MSErrorvalidate))

## [1] 0.3130105

mean(as.numeric(aucvalidate))

## [1] 0.8411958

matrix(validateaccruacy)

## [,1]   
## [1,] 0.6989676  
## [2,] 0.6936632  
## [3,] 0.6999088  
## [4,] 0.6908787  
## [5,] 0.686567   
## [6,] 0.694697   
## [7,] 0.6521027  
## [8,] 0.6708179  
## [9,] 0.6923456  
## [10,] 0.6899461

matrix(validaterecall)

## [,1]   
## [1,] 0.9947575  
## [2,] 0.989425   
## [3,] 0.996008   
## [4,] 0.9967763  
## [5,] 0.9965398  
## [6,] 0.9973369  
## [7,] 0.995935   
## [8,] 0.9980658  
## [9,] 0.9986737  
## [10,] 0.9945652

matrix(validateF1)

## [,1]   
## [1,] 0.008729155  
## [2,] 0.008461619  
## [3,] 0.008636206  
## [4,] 0.008658154  
## [5,] 0.007959187  
## [6,] 0.008495652  
## [7,] 0.007324784  
## [8,] 0.008145246  
## [9,] 0.008475912  
## [10,] 0.008178223

matrix(MSErrorvalidate)

## [,1]   
## [1,] 0.3010324  
## [2,] 0.3063368  
## [3,] 0.3000912  
## [4,] 0.3091213  
## [5,] 0.313433   
## [6,] 0.305303   
## [7,] 0.3478973  
## [8,] 0.3291821  
## [9,] 0.3076544  
## [10,] 0.3100539

matrix(aucvalidate)

## [,1]   
## [1,] 0.8466652  
## [2,] 0.8413485  
## [3,] 0.8477639  
## [4,] 0.8436201  
## [5,] 0.8413576  
## [6,] 0.8458182  
## [7,] 0.823797   
## [8,] 0.83422   
## [9,] 0.8453077  
## [10,] 0.8420597

##test Result  
 mean(as.numeric(testaccruacy))

## [1] 0.686758

mean(as.numeric(testrecall))

## [1] 0.9949231

mean(as.numeric(testF1))

## [1] 0.008233015

mean(as.numeric(MSErrortest))

## [1] 0.313242

mean(as.numeric(auctest))

## [1] 0.8406391

matrix(testaccruacy)

## [,1]   
## [1,] 0.6996898  
## [2,] 0.6932883  
## [3,] 0.700089   
## [4,] 0.6908805  
## [5,] 0.6859596  
## [6,] 0.6948663  
## [7,] 0.6514926  
## [8,] 0.6702129  
## [9,] 0.6910549  
## [10,] 0.6900459

matrix(testrecall)

## [,1]   
## [1,] 0.9963235  
## [2,] 0.990099   
## [3,] 0.9964953  
## [4,] 0.996129   
## [5,] 0.9976663  
## [6,] 0.9917355  
## [7,] 0.9976959  
## [8,] 0.9962917  
## [9,] 0.9927971  
## [10,] 0.9939976

matrix(testF1)

## [,1]   
## [1,] 0.008437899  
## [2,] 0.008132189  
## [3,] 0.008861049  
## [4,] 0.007789129  
## [5,] 0.008485426  
## [6,] 0.008579088  
## [7,] 0.007750342  
## [8,] 0.007623804  
## [9,] 0.008344096  
## [10,] 0.008327132

matrix(MSErrortest)

## [,1]   
## [1,] 0.3003102  
## [2,] 0.3067117  
## [3,] 0.299911   
## [4,] 0.3091195  
## [5,] 0.3140404  
## [6,] 0.3051337  
## [7,] 0.3485074  
## [8,] 0.3297871  
## [9,] 0.3089451  
## [10,] 0.3099541

matrix(auctest)

## [,1]   
## [1,] 0.8478162  
## [2,] 0.841505   
## [3,] 0.8480925  
## [4,] 0.8433186  
## [5,] 0.8416027  
## [6,] 0.843103   
## [7,] 0.8243578  
## [8,] 0.8330447  
## [9,] 0.8417283  
## [10,] 0.8418225

* **Decision tree (information Gain)**
* library(caret)
* ## Loading required package: lattice
* ## Loading required package: ggplot2
* library(FSelectorRcpp)
* library(ROSE)
* ## Loaded ROSE 0.0-3
* library(dplyr)
* ##
* ## Attaching package: 'dplyr'
* ## The following objects are masked from 'package:stats':
* ##
* ## filter, lag
* ## The following objects are masked from 'package:base':
* ##
* ## intersect, setdiff, setequal, union
* library(Metrics)
* ##
* ## Attaching package: 'Metrics'
* ## The following objects are masked from 'package:caret':
* ##
* ## precision, recall
* library(cvAUC)
* ## Loading required package: ROCR
* ## Loading required package: gplots
* ##
* ## Attaching package: 'gplots'
* ## The following object is masked from 'package:stats':
* ##
* ## lowess
* ## Loading required package: data.table
* ##
* ## Attaching package: 'data.table'
* ## The following objects are masked from 'package:dplyr':
* ##
* ## between, first, last
* ##
* ## cvAUC version: 1.1.0
* ## Notice to cvAUC users: Major speed improvements in version 1.1.0
* ##
* validateaccruacy=list()
* testaccruacy = list()
* validaterecall = list()
* testrecall = list()
* validateprecision = list()
* testreprecision = list()
* validateF1 = list()
* testF1 = list()
* MSErrorvalidate = list()
* MSErrortest = list()
* aucvalidate = list()
* auctest = list()
* folds = cut(seq(1,nrow(Frauddata)),breaks = 10, labels = F)
* for(f in 1:10){
* Frauddata = Frauddata[sample(nrow(Frauddata)),]
* Frauddata = Frauddata[sample(nrow(Frauddata)),]
* Frauddata = Frauddata[sample(nrow(Frauddata)),]
* Frauddata = Frauddata[sample(nrow(Frauddata)),]
* Frauddata = Frauddata[sample(nrow(Frauddata)),]

* testIndexes = which(folds == f, arr.ind =T)
* ## spliting data
* train = Frauddata[-testIndexes,]
* testset = Frauddata[testIndexes,]
* data\_train = sample(nrow(train), floor(nrow(train)\*0.8))
* trainset = train[data\_train,]
* trainset$isFraud = as.factor(trainset$isFraud)
* validateset = train[-data\_train,]
* ## performing forward and backward
* x = information\_gain(isFraud ~ ., trainset)
* to\_formula(cut\_attrs(attrs = x), "Species")
* variable = cut\_attrs(attrs = x, k = 0.7)
* variable = c(variable[-1],"isFraud")
* trainset = trainset[variable]
* ##Over and under sampling
* trainsetboth = data.frame(ovun.sample(isFraud~.,data = trainset, method = "both", seed =1)$data)
* trainsetboth$isFraud = as.factor(trainsetboth$isFraud)
* ##Decision tree
* library(e1071)
* library(rpart)
* fit <- rpart(isFraud~., data = trainsetboth, method = 'class')
* fit
* Vpredict\_decisiontree = predict(fit,validateset, type = 'class')
* table\_validate = table(Actual = validateset$isFraud, Predicted = Vpredict\_decisiontree)
* cmvalidate = as.matrix(table\_validate)
* confusionMatrix(table\_validate)
* diag1 = diag(cmvalidate)
* n1 = sum(cmvalidate)
* accuracyvalidate = sum(diag1) / n1
* precisionvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[1,2])
* recallvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[2,1])
* f1validate = 2 \* precisionvalidate \* recallvalidate / (precisionvalidate + recallvalidate)
* auc1 = AUC(as.numeric(Vpredict\_decisiontree),as.numeric(validateset$isFraud) )
* ##store result
* validateaccruacy= append(validateaccruacy,accuracyvalidate)
* validaterecall= append(validaterecall,recallvalidate)
* validateprecision = append(validateprecision,precisionvalidate)
* validateF1= append(validateF1,f1validate)
* MSErrorvalidate = append(MSErrorvalidate,mse(actual = as.numeric(validateset$isFraud), predict =as.numeric( Vpredict\_decisiontree)))
* aucvalidate = append(aucvalidate, auc1)
* ##
* predict\_decisiontree = predict(fit,testset, type = 'class')
* table\_test = table(Actual =testset$isFraud,Predicted =predict\_decisiontree)
* cm = as.matrix(table\_test)
* confusionMatrix(table\_test)
* cm
* n = sum(cm)
* diag = diag(cm)
* accuracy = sum(diag) / n
* precision = (cm[2,2])/(cm[2,2]+cm[1,2])
* recall = (cm[2,2])/(cm[2,2]+cm[2,1])
* f1 = 2 \* precision \* recall / (precision + recall)
* data.frame(precision, recall, f1)
* auc2 = AUC(as.numeric(predict\_decisiontree),as.numeric(testset$isFraud) )
* ##store result
* testaccruacy= append(testaccruacy,accuracy)
* testrecall=append(testrecall,recall)
* testreprecision=append(testreprecision,precision)
* testF1= append(testF1,f1)
* MSErrortest = append(MSErrortest,mse(actual = as.numeric(testset$isFraud), predict = as.numeric(predict\_decisiontree) ))
* auctest = append(auctest, auc2)
* }
* end\_time <- Sys.time()
* end\_time - start\_time
* ## Time difference of 53.96558 mins
* mean(as.numeric(validateaccruacy))
* ## [1] 0.9639509
* mean(as.numeric(validaterecall))
* ## [1] 0.9922424
* mean(as.numeric(validateF1))
* ## [1] 0.06715547
* mean(as.numeric(MSErrorvalidate))
* ## [1] 1.108107
* mean(as.numeric(aucvalidate))
* ## [1] 0.9780781
* matrix(validateaccruacy)
* ## [,1]
* ## [1,] 0.9644294
* ## [2,] 0.9638959
* ## [3,] 0.9643403
* ## [4,] 0.9644163
* ## [5,] 0.9640723
* ## [6,] 0.9627041
* ## [7,] 0.9639815
* ## [8,] 0.9637091
* ## [9,] 0.9636942
* ## [10,] 0.9642661
* matrix(validaterecall)
* ## [,1]
* ## [1,] 0.9911202
* ## [2,] 0.9938734
* ## [3,] 0.9940984
* ## [4,] 0.9934938
* ## [5,] 0.9917145
* ## [6,] 0.9939516
* ## [7,] 0.992691
* ## [8,] 0.9892256
* ## [9,] 0.9897331
* ## [10,] 0.9925221
* matrix(validateF1)
* ## [,1]
* ## [1,] 0.06649863
* ## [2,] 0.06596038
* ## [3,] 0.06911014
* ## [4,] 0.06971489
* ## [5,] 0.07031338
* ## [6,] 0.06476616
* ## [7,] 0.06754221
* ## [8,] 0.06602099
* ## [9,] 0.06502968
* ## [10,] 0.06659824
* matrix(MSErrorvalidate)
* ## [,1]
* ## [1,] 1.106666
* ## [2,] 1.108281
* ## [3,] 1.106948
* ## [4,] 1.106716
* ## [5,] 1.107738
* ## [6,] 1.111856
* ## [7,] 1.108017
* ## [8,] 1.108817
* ## [9,] 1.108865
* ## [10,] 1.107163
* matrix(aucvalidate)
* ## [,1]
* ## [1,] 0.9777577
* ## [2,] 0.9788654
* ## [3,] 0.9791995
* ## [4,] 0.9789355
* ## [5,] 0.9778744
* ## [6,] 0.9783075
* ## [7,] 0.9783174
* ## [8,] 0.9764508
* ## [9,] 0.976697
* ## [10,] 0.9783759
* mean(as.numeric(testaccruacy))
* ## [1] 0.9640892
* mean(as.numeric(testrecall))
* ## [1] 0.9934629
* mean(as.numeric(testF1))
* ## [1] 0.06536096
* mean(as.numeric(MSErrortest))
* ## [1] 1.107699
* mean(as.numeric(auctest))
* ## [1] 0.9787575
* matrix(testaccruacy)
* ## [,1]
* ## [1,] 0.9645099
* ## [2,] 0.9637083
* ## [3,] 0.9641296
* ## [4,] 0.9647237
* ## [5,] 0.9642993
* ## [6,] 0.9631488
* ## [7,] 0.964106
* ## [8,] 0.9642066
* ## [9,] 0.9638907
* ## [10,] 0.9641688
* matrix(testrecall)
* ## [,1]
* ## [1,] 0.9916766
* ## [2,] 0.9935733
* ## [3,] 0.9933599
* ## [4,] 0.9936789
* ## [5,] 0.992629
* ## [6,] 0.9986702
* ## [7,] 0.9914634
* ## [8,] 0.9914634
* ## [9,] 0.9930955
* ## [10,] 0.9950187
* matrix(testF1)
* ## [,1]
* ## [1,] 0.06878634
* ## [2,] 0.06275115
* ## [3,] 0.06151569
* ## [4,] 0.06545364
* ## [5,] 0.06641733
* ## [6,] 0.06020281
* ## [7,] 0.06646501
* ## [8,] 0.06663934
* ## [9,] 0.06987571
* ## [10,] 0.06550254
* matrix(MSErrortest)
* ## [,1]
* ## [1,] 1.106426
* ## [2,] 1.108844
* ## [3,] 1.10758
* ## [4,] 1.105798
* ## [5,] 1.107064
* ## [6,] 1.110547
* ## [7,] 1.107638
* ## [8,] 1.107336
* ## [9,] 1.10829
* ## [10,] 1.107468
* matrix(auctest)
* ## [,1]
* ## [1,] 0.9780753
* ## [2,] 0.9786225
* ## [3,] 0.9787274
* ## [4,] 0.9791832
* ## [5,] 0.978446
* ## [6,] 0.9808885
* ## [7,] 0.977767
* ## [8,] 0.9778174
* ## [9,] 0.9784731
* ## [10,] 0.9795743
* **Decision tree (stepwise selection)**

start\_time <- Sys.time()  
  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

library(FSelectorRcpp)  
library(ROSE)

## Loaded ROSE 0.0-3

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(Metrics)

##   
## Attaching package: 'Metrics'

## The following objects are masked from 'package:caret':  
##   
## precision, recall

library(cvAUC)

## Loading required package: ROCR

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

## Loading required package: data.table

##   
## Attaching package: 'data.table'

## The following objects are masked from 'package:dplyr':  
##   
## between, first, last

##

## cvAUC version: 1.1.0

## Notice to cvAUC users: Major speed improvements in version 1.1.0

##

validateaccruacy=list()  
testaccruacy = list()  
validaterecall = list()  
testrecall = list()  
validateprecision = list()  
testreprecision = list()  
validateF1 = list()  
testF1 = list()  
MSErrorvalidate = list()  
MSErrortest = list()  
aucvalidate = list()  
auctest = list()  
  
folds = cut(seq(1,nrow(Frauddata)),breaks = 10, labels = F)  
for(f in 1:10){  
 testIndexes = which(folds == f, arr.ind =T)  
  
 ## spliting data  
 train = Frauddata[-testIndexes,]  
 testset = Frauddata[testIndexes,]  
 data\_train = sample(nrow(train), floor(nrow(train)\*0.8))  
 trainset = train[data\_train,]  
 trainset$isFraud = as.factor(trainset$isFraud)  
 validateset = train[-data\_train,]  
 ## performing forward and backward   
stepMod <- step(lm(isFraud ~ . , data= Frauddatadirection = "both")

shortlistedVars <- names(unlist(stepMod[[1]]))

shortlistedVars <- shortlistedVars[!shortlistedVars %in% "(Intercept)"]  
   
 trainset = trainset[c(shortlistedVars)]  
   
 ##Over and under sampling  
   
 trainsetboth = data.frame(ovun.sample(isFraud~.,data = trainset, method = "both", seed =1)$data)  
 trainsetboth$isFraud = as.factor(trainsetboth$isFraud)  
 ##Decision tree  
 library(e1071)  
 library(rpart)  
 fit <- rpart(isFraud~., data = trainsetboth, method = 'class')  
 fit  
 Vpredict\_decisiontree = predict(fit,validateset, type = 'class')  
 table\_validate = table(Actual = validateset$isFraud, Predicted = Vpredict\_decisiontree)  
 cmvalidate = as.matrix(table\_validate)  
  
 n1 = sum(cmvalidate)  
 confusionMatrix(table\_validate)  
 diag1 = diag(cmvalidate)  
 accuracyvalidate = sum(diag1) / n1   
 precisionvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[1,2])  
 recallvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[2,1])  
  
 f1validate = 2 \* precisionvalidate \* recallvalidate / (precisionvalidate + recallvalidate)   
 data.frame(precisionvalidate, recallvalidate, f1validate)  
 auc1 = AUC(as.numeric(Vpredict\_decisiontree),as.numeric(validateset$isFraud))  
 ##store result  
   
 validateaccruacy= append(validateaccruacy,accuracyvalidate)  
 validaterecall= append(validaterecall,recallvalidate)  
 validateprecision = append(validateprecision,precisionvalidate)  
 validateF1= append(validateF1,f1validate)  
   
 MSErrorvalidate = append(MSErrorvalidate,mse(actual = as.numeric(validateset$isFraud), predict =as.numeric( Vpredict\_decisiontree)))  
 aucvalidate = append(aucvalidate, auc1)  
   
 ##  
   
   
   
 predict\_decisiontree = predict(fit,testset, type = 'class')  
 table\_test = table(Actual =testset$isFraud,Predicted =predict\_decisiontree)  
 cm = as.matrix(table\_test)  
 confusionMatrix(table\_test)  
  
 n = sum(cm)  
 diag = diag(cm)  
 accuracy = sum(diag) / n   
 precision = (cm[2,2])/(cm[2,2]+cm[1,2])  
 recall = (cm[2,2])/(cm[2,2]+cm[2,1])  
 f1 = 2 \* precision \* recall / (precision + recall)   
 auc2 = AUC(as.numeric(predict\_decisiontree),as.numeric(testset$isFraud) )  
 ##store result  
   
 testaccruacy= append(testaccruacy,accuracy)  
 testrecall=append(testrecall,recall)  
 testreprecision=append(testreprecision,precision)  
 testF1= append(testF1,f1)  
 MSErrortest = append(MSErrortest,mse(actual = as.numeric(testset$isFraud), predict = as.numeric(predict\_decisiontree) ))  
 auctest = append(auctest, auc2)  
   
 }  
end\_time <- Sys.time()  
end\_time - start\_time

## Time difference of 40.97556 mins

mean(as.numeric(validateaccruacy))

## [1] 0.9640785

mean(as.numeric(validaterecall))

## [1] 0.992821

mean(as.numeric(validateF1))

## [1] 0.06688673

mean(as.numeric(MSErrorvalidate))

## [1] 1.107728

mean(as.numeric(aucvalidate))

## [1] 0.9784309

matrix(validateaccruacy)

## [,1]   
## [1,] 0.9642766  
## [2,] 0.9642862  
## [3,] 0.9643133  
## [4,] 0.9639867  
## [5,] 0.9640365  
## [6,] 0.9638199  
## [7,] 0.9641395  
## [8,] 0.9643316  
## [9,] 0.9634166  
## [10,] 0.9641779

matrix(validaterecall)

## [,1]   
## [1,] 0.9974522  
## [2,] 0.9919532  
## [3,] 0.9932015  
## [4,] 0.9917197  
## [5,] 0.994152   
## [6,] 0.9919204  
## [7,] 0.9908854  
## [8,] 0.9925558  
## [9,] 0.995481   
## [10,] 0.9888889

matrix(validateF1)

## [,1]   
## [1,] 0.07110909  
## [2,] 0.06218187  
## [3,] 0.07290462  
## [4,] 0.07019996  
## [5,] 0.06915567  
## [6,] 0.0715246   
## [7,] 0.06900304  
## [8,] 0.07264472  
## [9,] 0.06856076  
## [10,] 0.04158296

matrix(MSErrorvalidate)

## [,1]   
## [1,] 1.107156  
## [2,] 1.107103  
## [3,] 1.107022  
## [4,] 1.107994  
## [5,] 1.107859  
## [6,] 1.108495  
## [7,] 1.107533  
## [8,] 1.106963  
## [9,] 1.109726  
## [10,] 1.107431

matrix(aucvalidate)

## [,1]   
## [1,] 0.9808416  
## [2,] 0.9781032  
## [3,] 0.9787369  
## [4,] 0.9778342  
## [5,] 0.979074   
## [6,] 0.9778504  
## [7,] 0.9774945  
## [8,] 0.9784238  
## [9,] 0.979427   
## [10,] 0.9765237

mean(as.numeric(testaccruacy))

## [1] 0.963902

mean(as.numeric(testrecall))

## [1] 0.9901335

mean(as.numeric(testF1))

## [1] 0.06060939

mean(as.numeric(MSErrortest))

## [1] 1.108249

mean(as.numeric(auctest))

## [1] 0.9769998

matrix(testaccruacy)

## [,1]   
## [1,] 0.9620659  
## [2,] 0.9636471  
## [3,] 0.9635653  
## [4,] 0.9651071  
## [5,] 0.964128   
## [6,] 0.9642081  
## [7,] 0.9646278  
## [8,] 0.9643527  
## [9,] 0.9644329  
## [10,] 0.9628848

matrix(testrecall)

## [,1]   
## [1,] 0.9530026  
## [2,] 0.9939499  
## [3,] 0.9943182  
## [4,] 0.9950739  
## [5,] 0.9900249  
## [6,] 0.9918367  
## [7,] 1   
## [8,] 0.9936709  
## [9,] 0.9979592  
## [10,] 0.9914984

matrix(testF1)

## [,1]   
## [1,] 0.02935736  
## [2,] 0.09044436  
## [3,] 0.02931078  
## [4,] 0.03511669  
## [5,] 0.03361843  
## [6,] 0.04093493  
## [7,] 0.03878022  
## [8,] 0.02694238  
## [9,] 0.04142664  
## [10,] 0.2401622

matrix(MSErrortest)

## [,1]   
## [1,] 1.113689  
## [2,] 1.109015  
## [3,] 1.109291  
## [4,] 1.104666  
## [5,] 1.107591  
## [6,] 1.10735   
## [7,] 1.106117  
## [8,] 1.106929  
## [9,] 1.106695  
## [10,] 1.111144

matrix(auctest)

* ## [,1]   
  ## [1,] 0.957537   
  ## [2,] 0.9787709  
  ## [3,] 0.9789332  
  ## [4,] 0.9800809  
  ## [5,] 0.9770683  
  ## [6,] 0.9780118  
  ## [7,] 0.9823013  
  ## [8,] 0.9790045  
  ## [9,] 0.9811831  
  ## [10,] 0.9771065
* **Naïve Bayes**

start\_time <- Sys.time()  
  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

library(FSelectorRcpp)  
library(ROSE)

## Loaded ROSE 0.0-3

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(Metrics)

##   
## Attaching package: 'Metrics'

## The following objects are masked from 'package:caret':  
##   
## precision, recall

library(cvAUC)

## Loading required package: ROCR

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

## Loading required package: data.table

##   
## Attaching package: 'data.table'

## The following objects are masked from 'package:dplyr':  
##   
## between, first, last

##

## cvAUC version: 1.1.0

## Notice to cvAUC users: Major speed improvements in version 1.1.0

##

library(class)  
  
validateaccruacy=list()  
testaccruacy = list()  
validaterecall = list()  
testrecall = list()  
validateprecision = list()  
testreprecision = list()  
validateF1 = list()  
testF1 = list()  
MSErrorvalidate = list()  
MSErrortest = list()  
aucvalidate = list()  
auctest = list()  
  
folds = cut(seq(1,nrow(Frauddata)),breaks = 10, labels = F)  
for(f in 1:10){  
testIndexes = which(folds == f, arr.ind =T)  
  
 ## spliting data  
 train = Frauddata[-testIndexes,]  
 testset = Frauddata[testIndexes,]  
 data\_train = sample(nrow(train), floor(nrow(train)\*0.8))  
 trainset = train[data\_train,]  
 trainset$isFraud = as.factor(trainset$isFraud)  
 validateset = train[-data\_train,]  
  
  
  
 ##Over and under sampling  
   
 trainsetboth = data.frame(ovun.sample(isFraud~.,data = trainset, method = "both", seed =1)$data)  
 trainsetboth$isFraud = as.factor(trainsetboth$isFraud)  
   
   
   
   
 #Navie Bayes  
 library(e1071)  
 NBclassfier=naiveBayes(isFraud~step+amount+type+nameOrig+oldbalanceOrg+newbalanceOrig+oldbalanceDest+newbalanceDest+isFlaggedFraud, data=trainsetboth)  
 NBclassfier  
 ##  
Vpredict\_Bayes = predict(NBclassfier,newdata = validateset, type = "class")  
 table\_validate = table(Actual = validateset$isFraud, Predicted = Vpredict\_Bayes)  
 cmvalidate = as.matrix(table\_validate)  
 confusionMatrix(table\_validate)  
 diag1 = diag(cmvalidate)  
 n1 = sum(cmvalidate)  
 accuracyvalidate = sum(diag1) / n1   
 precisionvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[1,2])  
 recallvalidate = (cmvalidate[2,2])/(cmvalidate[2,2]+cmvalidate[2,1])  
 accuracyvalidate  
 f1validate = 2 \* precisionvalidate \* recallvalidate / (precisionvalidate + recallvalidate)   
 data.frame(precisionvalidate, recallvalidate, f1validate)  
 auc1 = AUC(as.numeric(Vpredict\_Bayes),as.numeric(validateset$isFraud) )  
 ##store result  
  
 validateaccruacy= append(validateaccruacy,accuracyvalidate)  
 validaterecall= append(validaterecall,recallvalidate)  
 validateprecision = append(validateprecision,precisionvalidate)  
 validateF1= append(validateF1,f1validate)  
 MSErrorvalidate = append(MSErrorvalidate,mse(actual = as.numeric(validateset$isFraud), predict =as.numeric( Vpredict\_Bayes)))  
 aucvalidate = append(aucvalidate, auc1)  
 mean(as.numeric(aucvalidate))  
   
   
 predict\_Bayes = predict(NBclassfier,testset, type = "class")  
 table\_test = table(Actual =testset$isFraud,Predicted =predict\_Bayes)  
 cm = as.matrix(table\_test)  
 confusionMatrix(table\_test)  
  
 n = sum(cm)  
 diag = diag(cm)  
 accuracy = sum(diag) / n   
 precision = (cm[2,2])/(cm[2,2]+cm[1,2])  
 recall = (cm[2,2])/(cm[2,2]+cm[2,1])  
 f1 = 2 \* precision \* recall / (precision + recall)   
 data.frame(precision, recall, f1)  
 auc2 = AUC(as.numeric(predict\_Bayes),as.numeric(testset$isFraud) )  
 ##store result  
   
 testaccruacy= append(testaccruacy,accuracy)  
 testrecall=append(testrecall,recall)  
 testreprecision=append(testreprecision,precision)  
 testF1= append(testF1,f1)  
 MSErrortest = append(MSErrortest,mse(actual = as.numeric(testset$isFraud), predict = as.numeric(predict\_Bayes) ))  
 auctest = append(auctest, auc2)  
 }

## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion  
  
## Warning in data.matrix(newdata): NAs introduced by coercion

end\_time <- Sys.time()  
end\_time - start\_time

## Time difference of 1.449594 hours

mean(as.numeric(validateaccruacy))

## [1] 0.9868576

mean(as.numeric(validaterecall))

## [1] 0.2767851

mean(as.numeric(validateF1))

## [1] 0.05451788

mean(as.numeric(MSErrorvalidate))

## [1] 1.035694

mean(as.numeric(aucvalidate))

## [1] 0.6322805

matrix(validateaccruacy)

## [,1]   
## [1,] 0.9874432  
## [2,] 0.9898042  
## [3,] 0.9886018  
## [4,] 0.9910379  
## [5,] 0.9884438  
## [6,] 0.9882796  
## [7,] 0.9871157  
## [8,] 0.9871218  
## [9,] 0.9872615  
## [10,] 0.9734666

matrix(validaterecall)

## [,1]   
## [1,] 0.2940447  
## [2,] 0.2604317  
## [3,] 0.2474293  
## [4,] 0.2574189  
## [5,] 0.2425016  
## [6,] 0.2392132  
## [7,] 0.3229974  
## [8,] 0.2647995  
## [9,] 0.2819525  
## [10,] 0.3570621

matrix(validateF1)

## [,1]   
## [1,] 0.06184356  
## [2,] 0.05838239  
## [3,] 0.05570023  
## [4,] 0.06775658  
## [5,] 0.05430511  
## [6,] 0.05318474  
## [7,] 0.06346789  
## [8,] 0.05339837  
## [9,] 0.05676602  
## [10,] 0.02037395

matrix(MSErrorvalidate)

## [,1]   
## [1,] 1.033696  
## [2,] 1.026997  
## [3,] 1.030105  
## [4,] 1.023128  
## [5,] 1.030523  
## [6,] 1.030973  
## [7,] 1.034993  
## [8,] 1.034601  
## [9,] 1.034311  
## [10,] 1.077613

matrix(aucvalidate)

## [,1]   
## [1,] 0.6412326  
## [2,] 0.6255611  
## [3,] 0.6185197  
## [4,] 0.6246931  
## [5,] 0.6159837  
## [6,] 0.6142625  
## [7,] 0.655506   
## [8,] 0.6264568  
## [9,] 0.6350871  
## [10,] 0.6655027

mean(as.numeric(testaccruacy))

## [1] 0.9883528

mean(as.numeric(testrecall))

## [1] 0.2177543

mean(as.numeric(testF1))

## [1] 0.06060759

mean(as.numeric(MSErrortest))

## [1] 1.031086

mean(as.numeric(auctest))

## [1] 0.6035278

matrix(testaccruacy)

## [,1]   
## [1,] 0.9931506  
## [2,] 0.995648   
## [3,] 0.9963034  
## [4,] 0.9964417  
## [5,] 0.9941879  
## [6,] 0.9955207  
## [7,] 0.975235   
## [8,] 0.9739463  
## [9,] 0.9824915  
## [10,] 0.9806023

matrix(testrecall)

## [,1]   
## [1,] 0.1331593  
## [2,] 0.1910112  
## [3,] 0.1988636  
## [4,] 0.2019704  
## [5,] 0.1895262  
## [6,] 0.2571429  
## [7,] 0.2709251  
## [8,] 0.1740506  
## [9,] 0.255102   
## [10,] 0.3057917

matrix(testF1)

## [,1]   
## [1,] 0.02286996   
## [2,] 0.1376518   
## [3,] 0.05617978   
## [4,] 0.0675453   
## [5,] 0.03948052   
## [6,] 0.08123791   
## [7,] 0.01537212   
## [8,] 0.006591958  
## [9,] 0.02194908   
## [10,] 0.1571975

matrix(MSErrortest)

## [,1]   
## [1,] 1.018461  
## [2,] 1.007172  
## [3,] 1.009317  
## [4,] 1.008638  
## [5,] 1.015393  
## [6,] 1.011149  
## [7,] 1.072214  
## [8,] 1.07652   
## [9,] 1.050231  
## [10,] 1.041766

matrix(auctest)

## [,1]   
## [1,] 0.5634139  
## [2,] 0.5940625  
## [3,] 0.5978042  
## [4,] 0.5994597  
## [5,] 0.5921108  
## [6,] 0.6266163  
## [7,] 0.6233315  
## [8,] 0.5741972  
## [9,] 0.6190771  
## [10,] 0.6452049